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Abstract

To copewith the variousproblemsarising from Internet
protocolsud asscarity of IP addressesn thelnternetand
increasein the numberof paths,reseach and development
hasbeenconductean IP version6 (IPv6)asanext genei-
tion Internettechnolagy. Telecommunication&dvancement
Organization(TAO) hasupgradedJapan’s nation-wideGi-
gabit Network (JGN: Japan Gigabit Network)to be com-
patiblewith IP version6 (IPv6) asa wide-aeanetworkthat
canaccommodat@ext geneiation Internettechnolagies of
a world class. Thatis, accesgoints capableof providing
IPv6 servicesare deployedn 47 locationsacrossJapanin-
cluding 28 router installation sites. With this deployment,
an IPv6 network has beendevelopedenablingthe execu-
tion of variousverificationandoperation experimentssuc
asearlytransitionof the networkfromIPv4to IPv6 andthe
debayging of developedproductsin order to becompatible
with [Pv6.

In addition, IPv6 interopembility evaluation laborato-
ries havebeensetupin Okayamaandat Makuhari(branc
office)to executetheverificationof interopembility between
systemsor currentlPv6-compatibleouterequipmentsand
an IPv6 reseach and opetation centerhas beensetup in
Tokyo (Otemadi) for developing opefation and manage-
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menttedhnolagies of the IPv6-compatiblenetwork equip-
ment.

This paper describesthe outline of the JGN IPv6 net-
work fromseveral aspectsa networktopolagy, IPv6 router
equipmenmanufactued by multi vendos, settingup of the
networksud as an addressspaceand routing and open
accespoints,andintroducegeseach anddevelopmentc-
tivities at theIPv6 interoperability andevaluationlaborato-
riesandthelPv6 systenreseach andoperation centerthat
havebeennewly setup in constructingthis network.

1. Intr oduction

For the next generation very high-speed network,
the TelecommunicationddvancemenOrganization(here-
inafterreferrecto asTAQ) hasestablishedgigabitnetwork
for researchand development. JGN, JapanGigabit Net-
work, aimsto contritute the researchand developmentof
network operationand managementechnologiesand ad-
vancedapplicationtechnologies.JGNis an openresearch
and developmentnetwork for various researchorganiza-
tions, e.g., governmentalagenciespr enterprisesas well
asuniversitiesandresearclagencie$l].



To enablethe JGN to accommodatevarious research
anddevelopmentactivities relatedto IPv6 (InternetProto-
col Version6) technologywhichis acorenetwork protocol
for the next generatiorinternet.Network equipmentom-
patiblewith IPv6 hasbeeninstalledanda testoperationas
aJGNIPv6 network hasstartedon Octoberl, 2001.

It is saidthatIPv6 canprovide ;

e Variousfunctions, suchassecurity reliability, which
arerequiredfor emeging communicationinfrastruc-
ture

e Addressspace,which is necessaryand sufiicient to
presere the end-to-endnodel.

IPv6 hasalsobeendesignedo copewith variousprob-
lemsarising from Internetprotocol version4, suchasthe
problemof scarcityof IP addresseandincreasen thenum-
berof routesin theInternetbackbone.

For example, IPv4 can accommodatenly 232 (about
4,300million: 4.3 x 10%) hoststo be connectedo the Inter-
net, evenif the whole of addresspaceis assignedo host
addresse©)ntheotherhand,|Pv6 accomodate®!?® (about
340 undecillion: 3.4 x 103®) hoststo be connected.Re-
gardingthe routing architecture)Pv6 is designedwith the
efficientroutingaggreation.

Mostof IPv6 standardizatiohasbeenachiezedpartsev-
eralyearsago,to introducetheIP version6 to thereal pro-
ductionnetwork (RFC2460)[2, ICMPv6 (RFC2463)[3. In
thesedays,variouskinds of functionsfor the configuration
and operationof the IPv6 network hasbeenstandardized
andthosefunctionshave startedto beimplementedoy var
iouscommerciaroutervendors.

The JGNIPv6 network hasbeenestablishedsa native
IPv6 network equippedonly with IPv6-compatibleequip-
ments. And, JGN allows IPv4 traffic via IPv4/IPv6 dual-
stackoperation,i.e., capableof accommodatingdpoth IPv4
andIPve6. In orderto contrituteto theroutervendors JGN
IPv6 network is operatedwvith a multi-vendorervironment
thatincludestwo USvendorsandthreeJapanesmuterven-
dors.

JGN IPv6 network containsthe OkayamalPv6 Inter
operability and Evaluation Laboratory and the Makuhari
branchoffice. In theselaboratory we evaluateeachnet-
work equipmentsandapplicationsoftware. The evaluation
is functional compliang of eachequipmentand interop-
erability amongthe network equipments. Also, the JGN
IPv6 network hasthe IPv6 Researctand OperationCenter
in Tokyo (Otemachi)jn orderto establisttheoperatiorand
managementechnologief the IPv6-compatiblenetwork
equipments.

As describedabove, the JGNIPv6 network hasbeende-
velopedfor researclanddevelopmenbf thenetwork opera-
tion andmanagemertechnologiesaswell asthe advanced

applicationtechnologiesin orderto join the JGNIPV6 net-
work, theresearcheproposesheresearchapplication that
is reviewedandevaluatecby TAO[4],

2.0verview of JGN IPv6 network
2.1 Network Topology

JGN networks usesATM technologyfor datalink, and
therefore,the JGN IPv6 network is sitting on the JGN's
ATM network. JGN IPv6 network hasbeenconstructed
with 57 operationakites,which are 28 router sitesand 29
bridgesites.

Amongtherouterinstallationsites,we have four of core
sites, i.e., the University of Tokyo, TeleportOkayama(in
which the OkayamalPv6 Interoperabilityand Evaluation
Laboratoryis also set up), Dojima and the Kyushu Uni-
versity. Four coresitesareinterconnectedo configurethe
backboneof the JGN IPv6 network. Otherroutersitesare
connectedo oneof thefour coresites,andthe bridgesites
areconnectedo oneof theroutersitesrespectiely (Figure
2.1).

2.2 Multi-v endor Environment

In orderto establisttheoperationatechnologiesindval-
idate the interoperabilityamongthe routersmanufctured
by variousvendors,the JGN IPv6 network containsdif-
ferenttypesof routersfrom five router vendors(SeeTa-
ble 1). Every routeris commercialrouter thatis compat-
ible with IPv6 functionality, thoughthe software running
in eachrouteris sometimebeta-coder alpha-codealirectly
provided by eachvendor

Eachroutervendorhastheir own interpretatiorfor each
protocol specificationto have different implementation.
Each router vendor has their implementationpriority re-
gardingthe protocolsand functions,that shouldbe imple-
mentedasthelPv6 system.Thereforejt wassometimehard
thatall routersin the JGN IPv6 network hasthe samefunc-
tionality andhasthe interoperability For example,regard-
ing the IGP (Interier Gatavay Protocol),US vendorshave
implemented S-1S first, however, Japaneseendorshave
implementeddSPHirst. With thesediversity of functional
and protocol implementationfor eachrouter vendors,we
hadto have seriousconsideratiorand cordinationso asto
operatesvery functionandevery protocol.

2.3 Routing Configuration

The JGN IPv6 network haspartially inheritedtopologi-
cal characteristic®f the underlyingATM network. How-
ever, usingthe ATM virtual path (PVC), the logical nete-
work topologyfor layer 3 (IPv6) hasbeenconfiguredand
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Table 1. Routers in JGN
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Figure 1. JGN IPv6 network topology

IPv6 network

(Otemachi,Tokyo), andis alsoconnectedo 6Bone,which

| Vendorname | Producname |Num.ofrouters| is a global IPv6 experimentalnetwork. Regardingconnec-

tion with otherPv6 networks, connectionwith local IXs,

suchasNSPIXP-3(Dojima, Osaka)andOKIX (Okayama),

is alsobeingconsideredThecurrentJGNIPv6 network (as

of Octoberl8,2002)hasthefollowing 11 peerings

e WIDE Project(AS 2500)

CiscoSystems GSR12406 3
7200VXR 6
JuniperNetworks | M20 8
Hitachi Ltd. GR2000-6H 13
FujitsuLtd. GeoStreaniR-940 3
NEC Corporation| 1X5010 3

sometimae-configuredThecurrentlayer3 network topol-

e KDDI (AS 2516)
o Netsurf(AS 4675)

ogy hasbeendesignedo establishthe JGN IPv6 network e FINE (AS 4678)
easilyfor startingthe stableinitial operation. So that, the
currentiayer3 network topologyis basicallyhub-and-spok * MIND (AS 4680)

with four hubs(i.e., four coresite with hierarchicaltopol-
ogy). Routersitesandbridgesites,exceptingthe coresites,

e PoveredConm(AS 4716)

aresingle-homingto eachof their upstreansite. Accord- e APAN Tokyo-XP (AS 7660)
ing to thetestingandevaluatingitems, the layer 3 network
topologywill bemodified,whenwe need.

Regardingthe externalconnectvity, JGN IPv6 network
usesBGP4+for peeringwith otherIPv6 netavorks. The

e KDDI LaboratoriegAS 7667)
e |Pv6 PromotionCouncilNetwork (AS 17935)

JGNIPv6 network is connectedo the WIDE NSPIXP-6[9 e APIl (AS 18083)



e NTT DoCoMo(AS 18262)

As for the IGP (Interier Gatavay Protocol),we have to
use RIPng ratherthan OSPFor IS-IS. This is simply be-
causenotall routersinstalledin the JGNIPv6 network sup-
port OSPFnor IS-IS.

Finally, at this momentof time, JGN IPv6 netevork has
not appliedthe multicastrouting protocol. We aregoingto
introducethe PIM-SM with IPv6, wheneer all routersin-
stalledin the JGN IPv6 network supportit. Somerouters
have alreadyimplementedhe PIM-SM to malke surethein-
teroperabilityamongthem, however someroutershave not
implemented/et.

Whenever all routersare readyto enableOSPF (i.e.,
OSPFv3)or PIM-SM with 1Pv6, we will startto runthese
routingprotocolonthe JGNIPv6 network.

An IPv6 addresshlock employedin the JGN IPv6 net-
work usesheNLA addresseg3ffe:516::/32)in apTLA ad-
dresdlockallocatedoy theWIDE Project[§. A methodfor
assigningaddresse® eachof theroutersiteandthe bridge
siteis recognizedasoneof the experimentsassociatedvith
IPv6 operation. Although we usethe WIDE NLA address
space,JGN IPv6 network obtainsown AS (Autonomous
Systemhumber(i.e., AS 17394),sothatwe canrun exper
imentson exchangeof the BGP routing information with
otherlPv6 networks.

2.4, Installation of Network Equipments

Amongthe 57 operatiorsites,47 operationsitesexclud-
ing somesitesfor researcHacilities arepublicly openedas
the accesgpoints (POP) Eachaccesspoint provides IPv6
connectvity via Ethernet(10/100Mbps) to the JGN IPv6
network user

At eachaccesgoint of the routersites,router thathas
beencompatibleto IPv6, andan Ethernetswitchaccommo-
datingtheusersareinstalled.Any user whowantto usethe
accespointattheroutersiterequestdo interconnecto the
JGNIPv6 netavork via Ethernetswitch (10-/100BASE-T).
At eachroutersite,an addresspaceof /48 is allocatedfor
asegmentfor useraccommodation.

The bridge site providesan ervironmentin which IPv6
canbe usedby extendingthe IPv6 segment(datalink). In
orderto bridge betweenthe routersite and bridge site, we
usethe ATM-Ethernetbridge.

2.5 Network operation policy

In the JGN IPv6 network, the actualnetwork operation
anda monitoringwork of the network itself desere exper
imentalapproachesTherefore,in the JGN IPv6 network,
routerinstallationsiteshave beennewly setup atseverallo-
cationsthatdiffer from the JGNIPv4 network accesgoints

that TAO hasdevelopedsofar. By engagingn thedaily op-
erationof the network, the useris affordedthe opportunity
to learn network operationtechnologiesof IPv6 different
from thoseof IPv4.

In the Internet,an operationform not assumedy a de-
veloperis often adopted. It is expectedthat with direct
feedbackfrom plural network administratorsin the JGN
IPv6 network, potential problemscan be found at early
stages. Tools and instrumentatiorsystemsfor evaluating
the compatibility and performanceof IPv6 are also lack-
ing and continueto do so. The WIDE Project has ad-
dressedthe researchand developmentof IPv6 from the
early days. Therehave beenmary projectsconductedthe
world-famousKAME project[ in which a programis be-
ing developedfor providing an IPv6 stackfor PC-UNIXs
suchasFreeBSDand NetBSD, the USAGI project[g tar
getingLinux, the TAHI project[ aiming at the exactim-
plementatiorverificationof IPv6, etc. In the JGN IPV6, it
is necessaryor asmuchcooperatie work to be conducted
with theseprojectsas possibleandfor the technologiedo
be sharedso that IPv6 is popularizedearly. For that pur
pose,it is very importantto storeandsharenot only direct
researctachiezementshut alsoinformationwith respecto
theprocessem which theseareobtained.

3. Verification and Evaluation of Interoper-
ability

The currentlPv6-compatiblerouter equipmentsio not
have full interoperabilityperformanceamongthoseequip-
mentsmanufcturedby variousvendors. Frankly saying,
the capability of interoperabilityamongIPv6 equipments
would be similar to the statusof IPv4in tenyearsago.

The JGNIPV6 projectexecutegheverificationandeval-
uationof interoperabilityamongthe IPv6-compatibleouter
equipmentsFor this researctpurposewe have established
the OkayamaPv6 Interoperabilityand EvaluationLabora-
tory.

All piecesof therouterequipmentsthathave beenintro-
ducedin the JGNIPv6 network, areinstalledin the labora-
tory soasto be executedverificationandevaluation. After
the varification and evaluatoinat the laboratory only the
equipmentsvorking correctlyandhaving theinteroperabil-
ity with otherequipmentsreintroducednto the JGNIPv6
network.

Thefollowing itemswould beverificationandevaluation
items:

e Verificationof accurag andcompliang of IPv6 func-
tions

e Performancevaluation



e Verification of interoperability betweenequipments
suppliedby variousvendors

e Verification of availability and compatibility among
equipments

o Verificationof stability, failuretoleranceandetc.

e Verification of functionswhen beingin a redundant
network topology

The IPv6-compatibleouterfrom eachmanugcturerex-
periencedairly frequentversionup. This is becausesach
manufcturemwantsto implementanew functionof IPv6 as
muchasandasfastaspossible.They arefixing thetechni-
cal problemsfor the softwareimplementatiorat the router
softwarewith a shortturn-aroundperiods.

4. ManagementTechnologyof IPv6 network

Since SNMPv3[1Q, which is a network management
protocol compatiblewith IPv6, is in the processof being
standardizedt the IETF, it would be hard that the router
productsprovided by the manufcturersare equippedwith
an IPv6-basedcetwork managementapability Similarly,
almostall productsof network managemerapplicationgio
not have an acceptableeompatibility with IPv6. At least,
the JGNIPv6 network shouldhave thefollowing functions;

e Cability to collect traffic information of an interface
with anIPv6 address

e Cability to perform correct addressnotation corre-
spondingo 128bits,

The IPv6 Researchand OperationCenterin Otemachi
(Tokyo) is in chage of the developmentof software re-
quiredfor operationand managementor the actualoper
ationof the JIGNIPv6 network. TheReseactandOperation
Centerperformsthe following tasksas operationmanage-
mentworksfor the JGN IPv6 network.

¢ Managemenof IPv6 addresseandassignment

¢ Managemenbf network topology and monitoring of
routinginformation

e Managemenof IPv6 seners, e.g., namesenersand
WEB seners.

e Interconnectiomwith otherlPv6 networks

The centeris alsodevelopingthe network management
toolsandatraffic collectingandmonitoringsystem.

5. Conclusions

In order that as large as possiblenumberof research
groupsandorganizationganparticipaten researclandde-
velopmentrelatedto IPv6 technologythe 47 accesgoints
in the JIGN IPv6 network have beenestablishedn orderto
enableJGN to accommodatéPv6 traffic. The JGN IPv6
network is expectedto establisthow to introducethe IPv6
technologyto the commercialnetwork or to the multi ven-
dorIPv6 networking ervironment.

Consideringthe transitionof the Internetfrom IPv4 to
IPv6 (or we shouldsaytheintroductionof IPv6 to the pure
IPv4 network environment),it seemso be mandatoryfor
the IPv6 network to be enablewhat hasbeenenabledin
the existing IPv4-basednternet. In addition, the follow-
ing pointsareessentiatechnicalpoints,thatwe have to re-
solved;

e Methodologyfor assigningPv4 andIPv6 addresses

e Methodology for upgradingand/or deplgying hosts
androuters

e Methodologyfor deplogying IPv6-compatibleDNSs

e A transitionsenarioin the individual sitestoward the
IPv6-compatiblesites

e A transitionsenarioin the whole Internettoward the
IPv6-basednternet

In the JGN IPv6 network, solutionsfor theseissueshas
beeninvestigatedand examinedthroughthe operationof
the live network. An introductionand evaluationof IPv6
technologiesnto thelive experimentainetwork (JGN IPv6
network) is essentiato realizethefollowing issuese.g.,0p-
erationcontrol, security load distribution, streamcommu-
nication. The JGNIPv6 network is awide-areanext gener
ation experimentalnetwork that could resohe suchmarket
needs.

Fromnow on,interconnectiorof this network with other
IPv6 networksincluding overseanetworks (e.g.,Abelinein
the USA) will beprogressedAt the sametime, thetechni-
cal verificationand evaluationof network equipmentswill
becarriedout.

Finally, the JGN IPv6 network is expectedto sene asa
field of acquisitionand establishmenof the IPv6 technol-
ogy. Theoperatoratthe JGNIPv6 accespointsacrosshe
country (Japan)are corvincedthat useful experiencesan
be sharedamongthe JGN IPv6 network usersthroughthe
actualandlive network operation.
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