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ABSTRACT
Many message routing schemes have been proposed in the
context of delay tolerant networks (DTN) and intermittently
connected mobile networks (ICMN). Those routing schemes
are tested on specific environments that involve particular
mobility complexity whether they are random-based or soci-
ologically organized. We, in this paper, propose community
structured environment (CSE) and mobility entropy to dis-
cuss the effect of node mobility complexity on message rout-
ing performance. We also propose potential-based entropy
adaptive routing (PEAR) that adaptively carries messages
over the change of mobility entropy. According to our simu-
lation, PEAR has achieved high delivery rate on wide range
of mobility entropy, while link-state routing has worked well
only at small entropy scenarios and controlled replication-
based routing only at large entropy environments.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wire-
less Comunication; C.2.2 [Network Protocols]: Rout-
ing Protocols

General Terms
Algorithms, Performance, Theory

Keywords
Delay Tolerant Networks, Mobility Entropy, Community-
Structured Environment, Potential-Based Routing

1. INTRODUCTION
The communication paradigm of delay and disruption

tolerant networks (DTN)[9], such as hop-by-hop appli-
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cation message delivery, is promising in many fields es-
pecially where stable Internet connectivity is not avail-
able (e.g., communication in disaster-affected areas, de-
veloping regions, wildlife tracking and wireless sensor
networks). It has also been discussed in the context
of intermittently connected mobile networks (ICMN),
where an end-to-end connected path rarely or never ex-
ists because of highly dynamic properties of topology
changes and node mobility.

Researchers have proposed several routing schemes
for DTNs often assuming particular mobility environ-
ments. DTLSR[8] has adopted link-state routing for the
communication among villages in developing regions.
MaxProp[4] and RAPID[1] discussed message delivery
among city buses. PROPHET[18] and SOLAR[12] fo-
cused on particular sociological mobile scenarios and
evaluated their proposed routing schemes on them. Ran-
dom waypoint mobility(RWP) has been widely used for
evaluation of message routing in ICMNs[25, 22, 14, 3].
These works commonly focus on their particular envi-
ronments with regard to mobility complexity to discuss
their proposed routing schemes.

We propose community-structured environment (CSE)
for evaluating routing schemes over wide range of mobil-
ity complexity. In order to parameterize the complex-
ity, we define mobility entropy in CSE. Mobility entropy
works as an objective criterion of complexity. Small en-
tropy is associated with well-structured mobile environ-
ments. A random or chaotic mobility model gives large
entropy.

In this paper, we also propose potential-based en-
tropy adaptive routing (PEAR) that carries out mes-
sage routing adaptively over the change of mobility en-
tropy. PEAR dynamically changes message replication
level depending on mobility entropy to always achieve
high delivery rate. A node basically transfers messages
toward the nodes of higher delivery probability with less
message replication at smaller entropy, but it replicates
more messages at larger entropy to maintain delivery
rate. PEAR is not aware of entropy by itself. Node
mobility initiates replication, and this makes PEAR
entropy-adaptive.



PEAR inherits the concept of potential-based rout-
ing (PBR)[2], which is a family of message routing pro-
tocols that a node has a scalar value called potential
for each destination and forwards messages toward the
neighbor that has the lowest potential. The advantage
of PBR is that a node can make forwarding decisions
without a global knowledge of network topology. PBR
only requires neighbor information for this purpose.

The forwarding decisions in PBR are made by po-
tentials over nodes, which we call potential-field. We
define a recurrence formula for potential-field computa-
tion in PEAR, which basically works in autonomously
and totally distributed manner. The recurrence formu-
lation enables dynamic computation of potential-field
without using a global knowledge of network status. It
only uses neighbor network status, but constructs global
potential-fields appropriately.

We carry out simulations on various CSEs with chang-
ing mobility entropy in order that we investigate the
effect of mobility entropy on message routing perfor-
mance. We recognize that the performance is affected
by many environmental features such as network band-
width, media-access control (MAC) protocol, message
buffer capacity as well as mobility. However, in this
work, we assume an ideal environment (e.g., infinite
network bandwidth and huge capacity of storage) to
demonstrate the relationship between mobility entropy
and routing performance.

This paper is organized as follows. In section 2, we
present related works. In section 3, we propose com-
munity structured environment. In section 4, we define
message delivery in PEAR. We propose a potential-field
construction method in section 5. We describe perfor-
mance evaluation in section 6. In section 7, we discuss
the evaluation result. In section 8, we give the summary
of this paper.

2. RELATED WORK
Traditionally, in order to evaluate the performance of

routing in ICMNs, random-based mobility models have
been adopted. Such mobility models include random
waypoint(RWP), random walk(RW) and random direc-
tion(RD)[16]. It has been recently widely acknowledged
that random-based mobility is unrealistic and that rout-
ing schemes are frequently discussed on sociologically-
organized mobility models, which are studied in the
context of buses[26], taxi[21], sociological orbit[11, 12]
and pedestrians[5]. Community-based mobility is also
proposed by [23], but it is basically random direction
mobility which hierarchically defined. The problem is
that these mobility models possess a particular environ-
mental feature with regard to mobility entropy; e.g.,
random-based mobility gives extremely large entropy
and sociologically-organized mobility gives smaller en-
tropy. Community-structured environment, we intro-

duced in this paper, enable seamless shifts among sev-
eral mobility models in terms of entropy.

CSE is motivated by the work of Natasa et. al.[21]
and SOLAR[12]. Natasa et. al. have analyzed approxi-
mately 800 taxi traces over three months and found sta-
ble concentration points(CPs) where nodes encounter.
SOLAR has proposed partially repetitive orbital mo-
bility pattern that a node goes around in a small set
of location points, which seems to be better suited to
practical scenarios than random-based mobility. A CP
corresponds to a community in CSE and node moves in
a small set of communities in CSE. In this paper, we
add the concept of mobility entropy in the context of
CSE.

As for routing in DTNs and ICMNs, several routing
schemes have been proposed. Link-state routing scheme
was adopted to communication between villages in de-
veloping regions[15, 8]. Depending on the methods of
computing the link cost, maximum delivery probabil-
ity(MDP), minimum expected delay (MED) and mini-
mum expected dependent delay (MEDD) are proposed
[6]. Basically, link-state routing is effective only in the
case of well-structured (i.e., low-entropy) environment.
Message path becomes meaningless at a highly dynamic
mobile networks.

Epidemic routing [25] ensures message delivery even
in partitioned networks of highly dynamic topology. Ba-
sically, epidemic routing is flooding-based routing scheme,
which copies message to all the nodes encountered, and
the copy-received nodes start to copy the message in
the same manner. It ideally achieves minimum delivery
latency, but, it is said that epidemic routing consumes
lots of network resources and buffer space, which results
in traffic congestion and poor performance in realistic
scenarios.

Compared to epidemic routing, Spray and Wait[22]
improves the overhead of message replication by con-
trolling the maximum number of message copy. Mes-
sage routing in Spray and Wait is composed of two
phases. At first, in spray phase, the message source
node makes message copies to neighbor nodes encoun-
terd with limitation. Then, it waits until one of the
nodes encounters the destination. Controlled replication-
based routing like Spray and Wait is useful only in the
case of randomly contactable scenarios where random
mobility guarantees delivery probability.

Potential-based routing (PBR) was proposed by Basu
et. al. [2] in the context of traffic engineering in sta-
ble networks. In PBR, a node forward messages toward
the neighbor that has the lowest potential. Followed
by this work, PWave[19] has applied PBR to wireless
sensor networks for routing of sensor readings to sink
nodes. Volcano routing scheme (VRS)[10] is also an ex-
tention of PBR that computes potential-field to diffuse
messages from densely message buffered areas.



Figure 1: Communities Organized by Node Traces at Mobility Entropy S = 0, 1, 2, 3

Figure 2: Nodes Organized by Contacts at Mobility Entropy S = 0, 1, 2, 3

Utility-based routing was proposed by [7] in mobile ad
hoc networks (MANET) to support disconnected transi-
tive communication. Utility is a scalar value that shows
logical proximity to the destination. In that, utility-
based routing is the same as potential-based routing in
nature. The node of the highest utility will relay mes-
sage to its destination with higher probability than any
other nodes. There are a number of utility computa-
tion methods in literature. History-based protocol was
proposed by ZebraNet [17]. Chen et. al. [7] proposed
Most-recently-noticed (MRN), Most-frequently-noticed
(MFC). Spyropoulos et. al. proposed last-seen-first
(LSF), most-mobile-first (MMF) and most-social-first
(MSF) [24]. CAR[20] provides attribute-based general
framework for computing utility that can be aware of
remaining battery and other properties as well as con-
tact statistics.

In this paper, we discuss entropy-adaptability in the
context of potential-based routing. To our knowledge,
entropy-adaptability has not been discussed in the pre-
vious works.

3. COMMUNITY-STRUCTURED ENVIRON-
MENT

In order to describe mobile environments in terms
of mobility entropy, we propose community-structured

environment(CSE).
Let N be a set of nodes in the network, and C a set

of communities. A node n ∈ N belongs to a sub set of
C, which we denote by Cn. In community-structured
environment, we define two mobility status: stay and
transition. In the stay mode, a node n stays at one
of Cn, which is given by location(n). In the transition
mode, n moves from community ci to community cj

where ci, cj ∈ Cn and i 6= j. A node is in contact with
the nodes that stay in the same community. That is,

”Node n and k are within direct transmission range”
⇔
”Node n and k are in contact with each other”
⇔

∃c ∈ C, location(n) = c ∧ location(k) = c (1)

location(n) gives undefined when node n is in tran-
sition state.

We define CSE node mobility as follows (||Cn|| gives
the number of elements in Set Cn),

1. Node n stays at community ci ∈ Cn.

2. Choose a random value r uniformly in [0, 1).

3. If p < r or ||Cn|| = 1, goto 1. Parameter p is
probability of transition from stay mode to transit
mode.



4. Choose a destination community cd from Cn−{ci}
at random.

5. Let n move to cd with transitive time T (ci, cd).

6. After n reached the destination, ci := cd and goto
1.

We formally define mobility entropy S of CSE as,

S =
1

||N ||
∑
n∈N

log2||Cn|| (2)

Here, if every node belongs to the same number of
communities(i.e., ||Ci|| = ||Cj ||), S can be described as,

S = log2Ω (3)

Ω is the number of communities that every node be-
longs to.

We use the above S and Ω as a feature of CSE in the
following discussion.

We show CSE instances in the case of S = 0, 1, 2, 3
in figure 1 and 2. In figure 1, a community is denoted
by a vertex of the graph, and node traces are denoted
by the edges. In figure 2, a node is denote by a ver-
tex of the graph, and a node-to-node contactability is
denoted by an edge. A pair of vertexes that connected
by an edge indicates that those nodes are possible to
encounter with each other.

As these figures indicate, randomly contactable envi-
ronment is characterized by larger entropy (e.g., S = 3).
Stable or well-structured mobile environments provide
small entropy (e.g., S = 0, 1). In fact, random way-
point mobility[16] is given by setting Ω = ||C||, which
is the case at the largest S. Village-to-village scenar-
ios[8] could be categorized by small entropy.

4. MESSAGE DELIVERY IN PEAR
In this paper, we propose potential-based entropy

adaptive routing (PEAR). Here, we focus on message
delivery method under the assumption that potential-
fields are already given. We discuss autonomous con-
strution of potential-fields in PEAR in the next section.

In the following discussion, we denote the neighbor
nodes (including itself) of node n by nbr(n). nbr(n) is
a set of nodes within the same community of location(n)
if it is defined(i.e., in stay mode). Otherwise, nbr(n) =
{n}.

In potential-based routing(PBR)[2], a node has a scalar
value that shows a kind of distance to its destination.
We call the value potential and describe it as V d(n).
When we consider the change of potential over time,
we describe it as V d(n, t), which means the potential
for destination d at node n at time t. In this section,
we assume that V d(n) is given and we focus on mes-
sage delivery on it. Computation of V d(n) is discussed
in section 5.

Basically, message delivery in PBR is carried out by
forwarding messages toward the node of the lowest po-
tential among its neighbors. After a node forwarded a
message to the next node, it usually removes the mes-
sage from the local buffer. In stable networks (i.e., wired
and connected networks), this message delivery scheme
is appropriate. However, in DTN scenarios, message
delivery should be carried out more redundantly to im-
prove delivery probability and latency.

In DTN environment, we consider that messages should
not be just forwarded to the next node; it should be
copied but should not be deleted from the local buffer.
The copy-source node tries to make another copy of
messages again when it encounters to another node.
Message replication in this way will improve the deliv-
ery probability and latency. When we introduce repli-
cation, the network must deal with replica management
that involves message deletion after it has reached the
destination.

In this context, we distinguish the terms of copy, for-
ward, replicated messages and delete as,

Copy: the process of making a clone of a message from
this node into the other node.

Forward: the process of making a clone of a message
from this node into the other node and deleting
the original message.

Replicated messages: messages left in the network
by the process of copy.

Delete: the process of eliminating replicated messages
from the network.

4.1 Selection of Next Hop Nodes
Let M be a set of messages in the network, and Md(⊂

M) be the messages which destination is d. To deliver a
message m ∈ Md, node n must determine the next hop
nodes of m, at first. We define two next hop selection
schemes: i.e., best or single candidate selection(BCS)
and multiple candidate selection(MCS).

Best (or Single) Candidate Selection (BCS):

nexthopd
BCS(n) =

{k|k ∈ nbr(n) ∧ F d
k (n) = max

j∈nbr(n)
{F d

j (n)} > α}(4)

Here, F d
k (n) is the force that affects on the message

md from node n toward neighbor k, which we define as

F d
k (n) = V d(n) − V d(k) (5)

Lower potential of neighbor k enlarge the force from
node n to k.

In BCS, node n chooses the neighbor k that gives the
maximum F d

k (n) as the next hop of Md at every time
unit. Here, the force must be more than a constant



Figure 3: Message Delivery in PEAR

value α, the threshold of the least force level. Other-
wise, no selection are made for destination d. Nodes
encounter and leave as time elapses, and the best can-
didate changes according to nbr(n).

Multiple Candidate Selection (MCS):

nexthopd
MCS(n) = {k|k ∈ nbr(n) ∧ F d

k (n) > β} (6)

In MCS, next hop nodes are such neighbors that the
force is more than β(> 0). MCS chooses multiple next
hop nodes at the same time.

Figure 3 demonstrates how PEAR delivers a message
m(∈ Md) to destination d. In this figure, nodes are
mapped according to their potential V d(n) in the verti-
cal axis, and the edges show node-to-node contactability
(i.e., intermittent connectivity) between nodes. At first,
m is possessed by n7, which has the highest potential
in the figure. During n7 is not connected to neither of
n5 or n8, it does nothing. When it encounters both of
n5 and n8 at the same time, it copies the message to
n5 since F d

n5
(n7) > F d

n8
(n7) in BCS, whereas in MCS it

copies them to both of n5 and n8. In BCS (n8 does not
possess m), after n5 has left from n7, n7 copies m to n8

since F d
n8

(n7) now provides the strongest force among
its neighbors. n5, n8 and any other nodes behave in
the same way and the message m will be copied to the
lower potential nodes until they reach the destination.

At small entropy (e.g., S = 1), PEAR only uses a
small set of nodes for message delivery, saving resources
as much as possible. As entropy S becomes larger, prob-
ability of meeting of nodes (e.g., between n5 and n7)
decreases and message delivery on that paths may fail.
However, PEAR maintains delivery probability even in
larger S by replicating more messages in the network.
At large entropy, n7 also has links with n1, n4 and n9.
Thus, m will be copied to those nodes, which increases
the replication level, and achieves high delivery rate.

4.2 Replica Management

After nexthopd(n) is determined by BCS or MCS at
node n. n tries to copy message m ∈ Md to them. Here,
some of them may already have a replica of the mes-
sage or others may know that the message has already
reached the destination. Replica management should be
carried out in PEAR in order to reduce the overhead of
message duplication and to efficiently use buffer space
by removing replicas of delivered message from the net-
work.

In PEAR, message m must contain the following in-
formation as well as the message body in its header at
least.

• MessageID

• Destination

• Time to Live (TTL)

The following information should be managed at ev-
ery node locally for each m.

• DisseminationTTL

• IsDelivered

MessageID must be uniquely defined in the network.
TTL is a message life time which decreases, for example,
every second. When TTL reaches zero, the message
expires (with freeing memory allocated for m including
headers). TTL corresponds to the left time for delivery
deadline.

DisseminationTTL describes whether node n can send
the message to other nodes or not. Initially, node n sets
it to TTL of the message when received the message. It
decreases in the same manner as TTL does. As we de-
scribe later, DisseminationTTL changes depending on
the process of message replication. If it has expired,
node n does not transfer the message to its next hop
nodes any longer and deletes the body of it (with free-
ing allocated memory space for message body), but con-
tinues to check the existence of a delivery certification
at the next hop nodes. IsDelivered shows whether de-
livery has been certified or not. Originally, when this
node receives a message, IsDelivered is set to false.
After finding the delivery certification, it is set to true.
The first certificate will be published by the destination
node after it has received the message.

Of course, in practice, the message source identifier
should also be included in the message header along
with the destination. However, PEAR does not care
about the source of the message, so we consider it as
optional.

We define message delivery and replica management
algorithm on given nexthopd and m ∈ Md in figure 4.

In the algorithm, check message status(k,m) tries
to find node k and asks about the status of message m
and replies one of



Figure 4: Algorithm of Message Delivery and
Replica Management

• NEIGHBOR NOT FOUND

• MESSAGE NOT HAVE

• MESSAGE ALREADY HAVE

• MESSAGE DELIVERED

transfer(k,m) makes a copy of message m into k.
delete content(m) removes the body of m and frees the
allocated memory.

4.3 Loop-Freeness
Loop-freeness in potential-based routing is proved by

[2] in the case of static potential-field. Basically, a mes-
sage which has been forwarded to the lower potential
node cannot come again from the upper potential node.

In our modified version of PBR, message delivery is
carried out by copying, not by forwarding. Message re-
mains at the nodes where it has infected. Therefore,
even in dynamically potential-changing scenarios, mes-
sages never loop in PEAR.

5. POTENTIAL-FIELD CONSTRUCTION
In the previous section, we described a message deliv-

ery scheme in PEAR on a given potential-field. In this
section, we describe potential-field construction method
in PEAR, which autonomously and dynamically com-
putes the field. Potential computation in PEAR does
not require global topology information. It only uses
neighbor information but makes an appropriate poten-
tial field globally. This is the same property that next
hop decision schemes possess.

We propose a recurrence formula that computes the
field which has the above feature in this section.

5.1 Recurrence Formulation
The recurrence formula we propose for potential-field

construction is,

V d(n, t + 1) = V d(n, t)
+ D min

k∈nbr(n)
{V d(k, t) − V d(n, t)}

+ ρ (7)
V d(n, 0) = 0 (8)
V n(n, t) = 0 (9)

0 < ρ < D , 0 < D < 1 (10)

The potential of node n at the next time step (t + 1)
is calculated on the potential of neighbors at current
time t. Basically, it inflates by ρ, but the inflation
is depressed by the smallest potential among neigh-
bors. This depression is weighted by D, which we call
minimum-potential diffusion constant.

Eqn. 8 gives the initial condition; i.e., all the po-
tential value starts at zero. Eqn. 9 gives a boundary
condition that a node must always have zero potential
for itself, which means that the potential at the desti-
nation must be always set to zero.

The potential at the destination node V d(d) = 0 dif-
fuses from the message destination around the network
with some increase. In this way, nodes farther from
the destination gets higher potential, and nodes closer
to the destination gets lower potential. Message deliv-
ery is carried out from the higher potential node to the
lower potential node.

5.2 Dynamics
In figure 5, we illustrate how PEAR autonomously

constructs a potential-field by Eqn. 7 and achieves mes-
sage delivery. We assume a quite simple case to make
the discussion easy: i.e., four nodes and three communi-
ties. Here, n1 belongs to a community c1. n2 belongs to
c1 and c2. n3 belongs to c2 and c3, and n4 to c3. Nodes
are in contact with each other only when they are lo-
cated at the same community; i.e., n1 and n2 are in
contact when n2 locates at c1, n2 and n3 are in contact
when they stay at c2, and so on. A contact is denoted
by a line, and disconnection is denoted by dashed lines.
The vertical axis shows potential for destination n1.

(a) Initially, nodes have the same potential value at
zero. They except V n1(n1) start to increase by ρ.

(b) As time elapses, V n1(n2) stays at ρ
D , while V n1(n3)

and V n1(n4) continues to increase at speed ρ. At
this time, n2 can send its Mn1 to n1, while n3 and
n4 store them in the local memory.

(c) The physical topology has changed, and only n2

and n3 are in contact. V n1(n2) starts to increase at
speed ρ, while V n1(n3) decreases toward V n1(n2).
Here, n3 copies its Mn1 to n2.

(d) When the link between n2 and n3 is disrupted and
instead the link between n3 and n4 has set up,



Figure 5: Dynamics of Potential-Field Construc-
tion over the Change of Node-to-Node Connec-
tivity

V n1(n2) and V n1(n3) increases at speed ρ, while
V n1(n4) decreases toward V n1(n3). In this situa-
tion, n4 copies its Mn1 to n3.

(e) n2 is now in contact with n1. V n1(n2) decreases to
ρ
D , and n2 transfer its Mn1 to n1.

If the network topology do not change, (e) goes to (b).
In this way, potential-field is autonomously constructed
and maintained so that messages could be delivered to
the destination.

5.3 Performance Study
We discuss the performance of potential-field con-

struction in PEAR with regard to computation and
transmission cost.

In order to inform potentials to neighbors, we assume
that a node periodically advertises potentials that it
has (e.g., every ten second). This advertisement from n
contains potentials bound for all the destinations (i.e.,
{V d(n)|∀d ∈ N}). Thus, the size of advertisement is
given by O(m) where m is the number of elements in
N (i.e., m = ||N ||).

The computation of the next potential value (Eqn. 7)
can be also performed at O(m) by using sorted array.
Suppose that A is a sorted array which members are
denoted by {a1, a2, ...aj}. Here a1, ..., aj is sorted into
increasing order. For each destination, by maintaining
potentials of neighbors by A, a1 always gives the min-
imum potential value among its neighbors. Therefore,
Eqn. 7 can be calculated at O(1). Since the poten-
tial must be calculated in parallel for each destination,
the total computation cost is O(m). As for the total
maintenance cost of A (i.e., the cost of inserting, up-
dating, and deleting potential values), it carries out
at O(hm), where h denote the number of the neigh-
bors(i.e., h = ||nbr(n)||).

6. SIMULATION

Figure 6: Message Delivery Rate

We evaluated PEAR, regarding to delivery rate and
total message transmissions, on various CSEs by sim-
ulation. The purpose of this experiment is to analyze
the features of routing schemes in terms of mobility en-
tropy. Thus, we carried out the simulation without be-
ing aware of transmission properties (e.g., node-to-node
link bandwidth and average message size). In this way,
we focused on an ideal case where the effect of them can
be ignored.

We set 100 nodes over 50 communities throughout the
simulation with changing Ω from 2 to 48: i.e., entropy
S from 1 to 5.6. We assumed the case that every node
belongs to the same number (= Ω) of communities in
each CSE.

Throughout the experiment, we set D = 0.001 and
ρ = 0.00001 for potential-field construction (Eqn. 10),
and α = 0.8 and β = 0.8 for next hop selection (Eqn. 4
and Eqn. 6). The message lifetime was set to 20000.

We carried out the simulation of node mobility, po-
tential field construction and message delivery during
the time interval [−50000, 20000]. While t ∈ [−50000, 0),
no messages were submitted into the network; only the
movement of nodes and potential-field construction were
simulated. At t = 0, every node sent messages to all the
nodes in the network. While t ∈ (0, 20000], message de-
livery was also simulated as well as the node movement
and potential-field construction.

We evaluated PEAR with other routing schemes such
as epidemic routing[25], Spray and Wait (2-hop scheme)
[22], Minimum Expected Delay(MED) and Maximum
Delivery Probability(MDP)[6]. In the comparison with
these schemes we have prepared completely the same
set of CSEs.

6.1 Delivery Rate
Figure 6 shows the relationship between message de-

livery rate and mobility entropy.
Link-state routing (i.e., MED and MDP) achieved



about 95% message delivery at S = 1, but it failed 50%
at larger entropy. Spray and Wait delivered only 28%
of messages at S = 1, whereas it delivered about 95% at
larger entropy. PEAR achieved more than 95% delivery
rate over any entropy environments, which is almost the
same level that Epidemic routing did. These results
indicate that PEAR has dynamically adapted to any
given environments whether they are highly-dynamic
or relatively well-organized. However, link-state routing
and Spray and Wait has achieved good performance at
the specific situations.

Figure 7 shows the change of delivery rate during time
[0, 20000] at mobility entropy S = 1, 3, 5. S = 1, 3, 5
corresponds to Ω = 2, 8 and 32 (Eqn. 3). From these
graphs we could read that PEAR, MED and MDP at
larger entropy delivered messages slower than those at
smaller entropy. However, PEAR showed good toler-
ance of delivery latency against the increase of mobility
entropy compared to MED and MDP.

The latency of message delivery in MED and MDP
gets large sharply as S increases, resulting in unsuc-
cessful message delivery at time 20000. As for other
routing schemes, Epidemic routing totally performed
a good performance with regard to delivery rate, and
Spray and Wait stopped the increase of message deliv-
ery rate at 28% around time 5000 at S = 1, but the
rate sharply increased at S = 3, 5.

From these results, we summarize that PEAR is use-
ful for wider mobility entropy scenarios than the other
routing schemes except Epidemic routing. Link-state
routing (i.e., MED and MDP) is just useful at quite
small entropy. Spray and Wait routing is useful for
larger entropy scenarios, where nodes are possible to
directly contact with most of the nodes in the network.

6.2 Total Message Transmissions
Total message transmissions is the total count of ap-

plication message exchange among nodes. Figure 8 shows
the relationship between total message transmissions
and entropy. PEAR(BCS) reduced the transmissions
to about 11% (at S = 1) and 23% (at S = 5) of
Epidemic routing. Link-state routing (i.e., MED and
MDP) transmitted about 3.5% of Epidemic routing at
S = 1, where they achieved high delivery rate. Spray
and Wait transmitted about 12% at S = 5. PEAR
generated two or three times more transmissions than
link-state routing and Spray and Wait.

Figure 9 shows total message transmissions over the
time interval from t = 0 to t = 20000. These graphs
show the summary of transmission: e.g., 1000 transmis-
sions at time 3000 means that 1000 messages have been
exchanged in the network during [0, 3000]. From the re-
sults we read that message delivery in Spray and Wait
was carried out mostly during [0, 5000] at any CSEs.
This is the same feature of Epidemic routing. Another

Figure 8: Total Message Transmissions

thing we read from the results is that link-state routing
and PEAR carried out the delivery process gradually
at S = 3, 5 though it has finished around t = 5000 at
S = 1.

7. DISCUSSION
Introduction of community-structured environment

(CSE) has been successful in that we could seamlessly
classify mobile environments and analyze routing per-
formance on the environments. By changing the en-
tropy of CSEs, we could clearly read the features of
routing schemes. Link-state routing (i.e., MDP and
MED) has performed well only at smaller entropy cases
such as village-to-village communications. Spray and
Wait has worked well at larger entropy, where nodes
can randomly contact with each other. PEAR, which
we have proposed in this paper, has achieved high de-
livery rate over any entropy scenarios with transmission
reduction to approximately 10% to 20% compared to
Epidemic routing.

At smaller entropy, PEAR has achieved high delivery
rate by aggressively transferring a message using the
potential-field developed from the relatively stable mo-
bile environment. In this case, the selected next hop
nodes are most capable of carrying messages to the
closer nodes to the destination. However, Spray and
Wait just makes a copy to the nodes around, thus it
failed to deliver most of the messages in our experiment.

At larger entropy, PEAR has also achieved high de-
livery rate by making a lot of message replicas in the
network. In such environments, we consider that rout-
ing scheme must shift from message transfer scheme to
mobility-based scheme: i.e., utilization of mobility is
the primary factor of successful message delivery. In
that Spray and Wait was effective. PEAR is also ef-
fective because a node becomes to replicate messages
as entropy becomes larger. However, link-state routing
could not adapt to the large entropy environments be-
cause it sticks to transfer a message to the given next



Figure 7: Delivery Rate at Entropy S = 1, 3, 5

Figure 9: Total Message Transmissions at Entropy S = 1, 3, 5

hop node.
According to our experiment, BCS and MCS showed

almost the same feature with regard to delivery rate
and total transmissions. MCS achieved almost the same
delivery rate with about 1.4 times of transmissions in
most cases. This result indicates that BCS scheme will
be enough in practice.

The role of this paper was to analyze the properties of
PEAR with regard to mobility entropy with comparison
of other proposed routing schemes. For the next steps,
we are considering about deployment into realistic sce-
narios. The actual performance will be also determined
by other aspects of the environment besides mobility
entropy such as radio bandwidth, media-access control
(MAC) protocol, source-to-destination message traffic,
buffer capacity and rate of failure. Epidemic routing
could be suffered from congestion under limited band-
width. According to [13], 10% transmission reduction
will improve the performance significantly in terms of
congestion. Deployment of PEAR on various testbeds
are required for further analysis and improvement in
the near future.

8. CONCLUSION
We proposed community-structured environment(CSE)

and potential-based entropy adaptive routing(PEAR)
in this paper. CSE has enabled the classification of

mobile environments in terms of mobility entropy. In
CSE, stable or well-structured mobile environments are
characterized by small entropy. Randomly contactable
environments are characterized by large entropy.

Using CSE, we have analyzed the features of routing
schemes by simulation. In our experiment, link-state
routing (e.g., MED and MDP) has worked well at small
entropy environments such as S = 1 but failed to 50%
delivery at larger entropy. Spray and Wait has achieved
good performance at larger entropy, but only 28% mes-
sages have been delivered at S = 1.

PEAR has achieved more than 95% message deliv-
ery over any mobility entropy environments by adap-
tively changing the message delivery form. At small
entropy, PEAR has aggressively transferred a message
in hop-by-hop manner using the appropriately devel-
oped potential-fields. At large entropy, PEAR has au-
tomatically shifted to let mobility deliver the message
with making more replicas in the network. In this way,
PEAR has maintained the delivery rate.
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